About IJMLC

*International Journal of Machine Learning and Computing (IJMLC)* is an international academic open access journal which gains a foothold in Singapore, Asia and opens to the world. It aims to promote the integration of machine learning and computing. The focus is to publish papers on state-of-the-art machine learning and computing. Submitted papers will be reviewed by technical committees of the Journal and Association. The audience includes researchers, managers and operators for machine learning and computing as well as designers and developers.

All submitted articles should report original, previously unpublished research results, experimental or theoretical, and will be peer-reviewed. Articles submitted to the journal should meet these criteria and must not be under consideration for publication elsewhere. Manuscripts should follow the style of the journal and are subject to both review and editing.

Important Notice: *IJMLC* will only accept new submissions through online submission system.

**General Information**

ISSN: 2010-3700 (Online)
Frequency: Bimonthly
DOI: 10.18178/IJMLC
Editor-in-Chief: Dr. Lin Huang
Executive Editor: Ms. Cherry L. Chen
Abstarging/Indexing: Scopus (since 2017), Inspec (IET), Google Scholar, Crossref, ProQuest, Electronic Journals Library.
E-mail: ijmlic@ejournal.net

**Editor-in-Chief**

Dr. Lin Huang
Metropolitan State University of Denver, USA
It's my honor to take on the position of editor in chief of *IJMLC*. We encourage authors to submit papers concerning any branch of machine learning and computing.
Journal Editorial Board

Editor-in-Chief

Assoc. Prof. Lin Huang
Department of Engineering and Engineering Technology, Metropolitan State University of Denver, Denver, CO 80217-3362, USA
Website (https://msudenver.edu/cpe/cpefacultystaff/) | Email (mailto:lhuang1@msudenver.edu)

Interests: biometrics; pattern recognition; signal processing; computer vision; machine learning; embedded system design and VLSI

Editorial Board Members

Prof. Dr. Waldemar Karwowski
Department of Industrial Engineering and Management Systems, University of Central Florida, Orlando, FL 32816-2993, USA
Website (http://iems.ucf.edu/people/waldemar-karwowski) | Email (mailto:wkar@ucf.edu)

Interests: human factors; complexity; human-smart systems integration, artificial intelligence;
natural language processing; soft computing; neuro-fuzzy systems

Dr. Nicolas H. Younan
Department of Electrical and Computer Engineering, Mississippi State University, Mississippi State, MS 39762, USA
Email (mailto:younan@ece.msstate.edu)
Interest: machine learning and pattern recognition

Prof. Dr. Xianghua Xie
Department of Computer Science, Swansea University, UK
Website (http://csvision.swansea.ac.uk) | Email (mailto:x.xie@swansea.ac.uk)
Interest: computer vision; machine learning; medical image analysis; data mining

Prof. Dr. Abdulhamit Subasi
College of Engineering, Effat University, Jeddah 21478, Saudi Arabia
Email (mailto:absubasi@effatuniversity.edu.sa)
Interest: machine learning; data mining and computer networks security

Prof. Dr. Bogdan Gabrys
Advanced Analytics Institute, Faculty of Engineering and IT, University of Technology Sydney, Broadway NSW 2007, Australia
Website (http://bogdan-gabrys.com) | Email (mailto:Bogdan.Gabrys@uts.edu.au)

Assoc. Prof. Erman Cakit
Department of Industrial Engineering, Gazi University, Ankara, Turkey
Website (https://websitem.gazi.edu.tr/site/ecakit) | Email (mailto:ecakit@gazi.edu.tr)
Interest: applied soft computing; human factors and ergonomics

Dr. Murad A. Rassam
Information Technology Dept, College of Computer, Qassim University, Buraydah, Saudi Arabia
Website (https://www.researchgate.net/profile/Murad_Rassam) | Email (mailto:dr.muradrassam@gmail.com)
Interest: information security; network security; wireless sensor networks; machine learning; VANET

Assoc. Prof. Alessio Bottrighi
Department of Computer Science, University of Eastern Piedmont, Alessandria, Italy
Website (https://upobook.uniupo.it/alessio.bottrighi) | Email
Interest: knowledge representation; decision support systems; temporal databases and medical informatics

Prof. Dr. Anna Helena Reali Costa
Department of Computer Engineering and and Digital Systems, Universidade de São Paulo, 05508-010 São Paulo, Brazil
Website (https://pcs.usp.br/anna/en/) | Email (mailto:anna.reali@usp.br)
Interest: artificial intelligence; machine learning; reinforcement learning; intelligent robotics

Prof. Dr. Jinbo Bi
Department of Computer Science & Engineering, School of Engineering, University of Connecticut, Storrs, CT 06269, USA
Website (https://jinbo-bi.uconn.edu/) | Email (mailto:jinbo.bi@uconn.edu)
Interest: artificial intelligence; machine learning; data mining; pattern recognition; optimization; computer vision; bioinformatics; medical informatics; drug discovery

Assoc. Prof. Matt Kretchmar
Department of Mathematics and Computer Science, Denison University, Granville, OH 43023, USA
Website (http://personal.denison.edu/~kretchmar/) | Email (mailto:kretchmar@denison.edu)
Interest: artificial intelligence; machine learning; reinforcement learning; evolutionary computation; games and game theory; combinatorics

Assoc. Prof. Rory A. Lewis
Department of Computer Science, University of Colorado at Colorado Springs, Colorado Springs, CO 809933-7150, USA
Website (https://www.roylewis.com/) | Email (mailto:rlewis5@uccs.edu)
Interest: artificial intelligence; machine learning; computational neuroscience

Dr. Hai Nhat Phan
New Jersey Institute of Technology, NJIT Media Center, Newark, NJ 07104, USA
Website (https://sites.google.com/site/haiphan/home?authuser=0) | Email (mailto:phan@njit.edu)
Interest: privacy and security; social network analysis; machine learning; spatio-temporal data mining
Prof. Dr. Olfa Nasraoui
Professor, Endowed Chair of e-commerce
Director, Knowledge Discovery & Web Mining Lab
Dept. of Computer Engineering & Computer Science, Speed School of Engineering, University of Louisville, Louisville, KY 40292, USA
Website (http://webmining.spd.louisville.edu/) | Email (mailto:olfa.nasraoui@louisville.edu)
Interest: Data Mining, and in particular Web Mining and Stream Data Mining

Dr. Gianvito Pio
Dipartimento di Informatica, Università degli Studi di Bari Aldo Moro, Via Orabona, 4, 70125 Bari, Italy
Website (http://www.di.uniba.it/~gianvitopio/) | Email (http://gianvito.pio@uniba.it)
Interests: data mining and knowledge discovery; bioinformatics; social network analysis; clustering/co-clustering and multi-relational data mining, big data analytics

General Information

ISSN: 2010-3700 (Online)
Frequency: Bimonthly
DOI: 10.18178/IJMLC
Editor-in-Chief: Dr. Lin Huang
Executive Editor: Ms. Cherry L. Chen
E-mail: ijmlc@ejournal.net (http://ijmlc@ejournal.net)

Copyright © 2008-2020. International Journal of Machine Learning and Computing. All rights reserved.
E-mail: ijmlc@ejournal.net
General Information

ISSN: 2010-3700 (Online)
Frequency: Bimonthly
DOI: 10.18178/IJMLC
Editor-in-Chief: Dr. Lin Huang
Executive Editor: Ms. Cherry L. Chen
Abstracting/indexing: Scopus (since 2017), Inspec (IET), Google Scholar, Crossref, ProQuest, Electronic Journals Library.
E-mail: ijmlc@ejournal.net
<table>
<thead>
<tr>
<th>Article#</th>
<th>Article Title &amp; Authors (Volume 9 Number 6 (Dec. 2019))</th>
<th>Page</th>
</tr>
</thead>
</table>
| 863     | Illumination Correction in a Comparative Analysis of Feature selection for Rear-View Vehicle Detection (http://www.ijmlc.org/content-103-1009-1.html)  
S. Baghdadi and N. Aboutabit | 712  |
| 864     | A Novel CEP Model and Its Applications in Internet of Things Big Data Processing (http://www.ijmlc.org/index.php?m=content&c=index&a=show&catid=103&id=1010)  
Jing Sun and Huiqun Zhao | 721  |
| 865     | Computational Analysis to Reduce Classification Cost Keeping High Accuracy of the Sparser LPSVM (http://www.ijmlc.org/index.php?m=content&c=index&a=show&catid=103&id=1012)  
Rezaul Karim and Amit Kumar Kundu | 728  |
Dian Maharani, Hendri Murfi, and Yudi Satria | 734  |
| 867     | Memory Augmented Matching Networks for Few-Shot Learnings (http://www.ijmlc.org/content-103-1013-1.html)  
Kien Tran, Hiroshi Sato, and Masao Kubo | 743  |
| 868     | The Comparative Study on Clustering Method Using Hospital Facility Data in Jakarta District and Surrounding Areas (http://www.ijmlc.org/index.php?m=content&c=index&a=show&catid=103&id=1015)  
Yogi Wahyu Romadon and Devi Fitrianah | 749  |
| 869     | Autonomous UAV Navigation Using Reinforcement Learning (http://www.ijmlc.org/content-103-1016-1.html)  
Mudassar Liaq and Yungcheol Byun | 756  |
<table>
<thead>
<tr>
<th>Page</th>
<th>Title</th>
<th>Authors</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>870</td>
<td>A Machine Learning Approach: Using Predictive Analytics to Identify and Analyze High Risks Patients with Heart Disease</td>
<td>Fadoua Khennou, Charif Fahim, Habiba Chaoui, and Nour El Houda Chaoui</td>
<td>762</td>
</tr>
<tr>
<td>871</td>
<td>The Development of Ground Penetrating Radar (GPR) Data Processing</td>
<td>Baso Maruddani and Efri Sandi</td>
<td>768</td>
</tr>
<tr>
<td>872</td>
<td>Investigating GAN and VAE to train DCNN</td>
<td>Soundararajan Ezekiel, Larry Pearlstein, Abdullah Ali Alshehri, Adam Lutz, Jackson Zaunegger, and Waleed Farag</td>
<td>774</td>
</tr>
<tr>
<td>873</td>
<td>Hand Gesture Detection Using Neural Networks Algorithms</td>
<td>N. Alnaim and M. Abbod</td>
<td>782</td>
</tr>
<tr>
<td>874</td>
<td>Optimal Convolutional Neural Network Architecture Design Using Clonal Selection Algorithm</td>
<td>Ali Al Bataineh and Devinder Kaur</td>
<td>788</td>
</tr>
<tr>
<td>875</td>
<td>Improving Dynamic Hand Gesture Recognition on Multi-views with Multi-modalities</td>
<td>Huong-Giang Doan and Van-Toi Nguyen</td>
<td>795</td>
</tr>
<tr>
<td>876</td>
<td>Evaluation of Basic Convolutional Neural Network, AlexNet and Bag of Features for Indoor Object Recognition</td>
<td>Srie Azrina Zulkeflie, Fatin Amira Fammy, Zaidah Ibrahim, and Nurbaiti Sabri</td>
<td>801</td>
</tr>
<tr>
<td>878</td>
<td>Convolutional Neural Network Based on Dynamic Motion and Shape Variations for Elderly Fall Detection</td>
<td>Chadia Khraief, Faouzi Benzarti, and Hamid Amiri</td>
<td>814</td>
</tr>
<tr>
<td>879</td>
<td>Static Sign Language Recognition Using Deep Learning</td>
<td>Lean Karlo S. Tolentino, Ronnie O. Serfa Juan, August C. Thio-ac, Maria Abigail B. Pamahoy, Joni Rose R. Forteza, and Xavier Jet O. Garcia</td>
<td>821</td>
</tr>
<tr>
<td>880</td>
<td>Semantic-Based Search Engine System for Graph Images in Academic Literatures by Use of Semantic Relationships</td>
<td>Sarunya Kanjanawattana and Masaomi Kimura</td>
<td>828</td>
</tr>
<tr>
<td>No.</td>
<td>Title</td>
<td>Authors</td>
<td>Page</td>
</tr>
<tr>
<td>-----</td>
<td>----------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------</td>
<td>------</td>
</tr>
<tr>
<td>881</td>
<td>CapsNet, CNN, FCN: Comparative Performance Evaluation for Image Classification</td>
<td>Xuefeng Jiang, Yikun Wang, Wenbo Liu, Shuying Li, and Junrui Liu</td>
<td>840</td>
</tr>
<tr>
<td>882</td>
<td>Fuzzy AHP and TOPSIS in Cross Domain Collaboration Recommendation with Fuzzy Visualization Representation</td>
<td>Maslina Zolkepli and Teh Noranis Mohd. Aris</td>
<td>849</td>
</tr>
<tr>
<td>883</td>
<td>Nonverbal Communication Assistance System Based on Body Recognition in the Field of Education</td>
<td>Javier Fdez and Michita Imai</td>
<td>885</td>
</tr>
<tr>
<td>884</td>
<td>Dermatological Classification Using Deep Learning of Skin Image and Patient Background Knowledge</td>
<td>Kittipat Sriwong, Supaporn Bunrit, Kittisak Kerdprasop, and Nittaya Kerdprasop</td>
<td>862</td>
</tr>
<tr>
<td>885</td>
<td>Logical, Philosophical and Ethical Aspects of AI in Medicine</td>
<td>Oleg O. Varlamov, Dmitry A. Chuvikov, Larisa E. Adamova, Maxim A. Petrov, Irina K. Zabolotskaya, and Tatyana N. Zhilina</td>
<td>868</td>
</tr>
<tr>
<td>886</td>
<td>Weight Resets in Local Search for SAT</td>
<td>Abdelraouf Ishtaiwi, Ghassan Issa, Wael Hadi, and Nawaf Ali</td>
<td>874</td>
</tr>
<tr>
<td>887</td>
<td>Optimal Variable Sample Size and Sampling Interval Control Chart for the Process Mean based on Expected Average Time to Signal</td>
<td>Khai Wah Khaw, XinYing Chew, Sin Yin Teh, and Wai Chung Yeong</td>
<td>880</td>
</tr>
<tr>
<td>888</td>
<td>Intelligent Information Management with Digitization Workflow</td>
<td>Surachet Channgam, Prachyanun Nilsook, and Panita Wannapiroon</td>
<td>886</td>
</tr>
<tr>
<td><strong>ISSN:</strong></td>
<td>2010-3700 (Online)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------</td>
<td>----------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Abbreviated Title:</strong></td>
<td>Int. J. Mach. Learn. Comput.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Frequency:</strong></td>
<td>Bimonthly</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>DOI:</strong></td>
<td>10.18178/IJMLC</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Editor-in-Chief:</strong></td>
<td>Dr. Lin Huang</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Executive Editor:</strong></td>
<td>Ms. Cherry L. Chen</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>E-mail:</strong></td>
<td><a href="mailto:ijmlc@ejournal.net">ijmlc@ejournal.net</a> (<a href="http://ijmlc@ejournal.net">http://ijmlc@ejournal.net</a>)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Copyright © 2008-2020. International Journal of Machine Learning and Computing. All rights reserved.

E-mail: ijmlc@ejournal.net
The Development of Ground Penetrating Radar (GPR) Data Processing

Baso Maruddani and Efri Sandi

Abstract—Ground Penetrating Radar (GPR) is one of radar types that is often used to determine conditions inside or below some surface. GPR is also commonly used as a material evaluation tool by its trait as a non-destructive testing (NDT). One of the most important sections of GPR is signal processing system or GPR data processing that will filter all of the GPR survey results. Reflection signals gained by the radar antenna are then filtered to discover any objects located below the ground surface. The better the process in filtering data, the more accurate the GPR interprets the gained signal. This study aims to design a GPR data processing system that is sufficiently able to interpret the gained signal so that it can accurately discover any objects located on the ground. This GPR data processing system is expected to work on a variety of frequencies and the application can be developed in various types. The aims of this study are designing and modifying the GPR data processing system.

Index Terms—GPR, processing, dewow, filtering, gain.

I. INTRODUCTION

Applications for wireless communication systems vary greatly. Radar is one of the applications where the transmitter and receiver are in the same place. Ground Penetrating Radar (GPR) is a wireless communication system that is used to view any objects located under the ground surface or behind the walls. GPR can "view" through the ground by sending electromagnetic signals to a certain object and then gaining a reflection signal from the signal sent earlier and reconstructing that reflected signal. Reflected signals is reconstructed by processing the reflected signals to be an image. GPR design highly depends on the application used. Therefore, GPR to "view" the inner surface is basically different from GPR to observe the shallow surface [1].

GPR has very wide applications, including for geology, archeology, civil engineering, non-destructive testing (NDT) and in the field of defense and security. Several studies have been conducted on GPR. Both from the hardware side, namely the antenna, and from the software side [2]. On the hardware side, research that has been conducted was about the selection of the GPR working frequency. The choice of antenna working frequency used in GPR devices depends on the application used, because each antenna has a radiation pattern and some characteristics will affect the final interpretation of the GPR readings results [3]. Several studies have been conducted in [4]-[6] to improve the accuracy of the GPR reading results system and the development of the antenna model used. The antenna design has also been compared comprehensively in [7]. Explained in [7] that the antenna working frequency, antenna gain and antenna impedance were tested to determine the compatibility with the GPR application that was implemented.

The research on GPR data processing has been conducted in [2], [8]-[13]. In [2], software for GPR data processing from R – language was created, called RGPR. RGPR is built based on two classes to filter and visualize GPR data by paying attention to step by step data filtering process. There are many basic methods of GPR data processing which are implemented in the RGPR. However, the RGPR is still under development and improvement at this present. One of the methods that used in RGPR is as stated in [14].

II. THE PRINCIPLES AND SIGNAL MEASUREMENT OF GPR

Every material has electrical properties which those properties are important for knowing. Those properties are permittivity (ε), conductivity (σ) and permeability (µ). In GPR application, value of permittivity and conductivity is important while permeability is rare of concern. GPR is most useful if used in low electrical loss materials. If conductivity (σ) is zero, then GPR can be see under surface deeper. In reality, low electrical loss materials are not prevalent. Water under surface or moist material or clay rich environment makes the capability of GPR to penetrate the deeper surface is limited. Ground materials are composites from many materials. Ice and water are examples that represent a most case.

In practice, the problem of low electricity losses is not uncommon. An environment that rich in groundwater or saline can create conditions where GPR signal penetration is very limited. Earth material is a combination of many other ingredients or components. Water and ice represent several cases where one main component exists. Simple beach sand is a mixture of soil grains, air, air, and dissolves in the air. Ground grains will usually be placed 60-80% of the available volume. Understanding the physical nature of the mixture is a key factor in the interpretation of the GPR response. A mixture of materials that rarely shows properties proportional to the volume fraction of its constituent components. In many cases, this can make quantitative analysis impossible without additional information.

How GPR works is conceptually simple. Its aim is to measure the amplitude of signal and time after excitation.
The core of the GPR system is a time management unit which regulates the signal generating and detects signal echo as shown in Fig. 1. Most of GPR is works in time domain so that to synthesize time domain responses, frequency domain is used.

Characterization of radar systems is a complex assignment because there are many problems that affect the operation and use of the system. Electronic instrumentation factors that govern the characterization of GPR are signal generation, signal processing, signal capture methods, dynamic range, performance factors, center frequency and bandwidth, support, and portability. The antenna converts the electrical signal from and to the electromagnetic field.

The GPR system has to record the data with an accuracy of time which less than 10 ps for 10,000 ns duration [3]. Bandwidth measurement depends on the application and is directly related to resolution. The resolution of two topics related to “transmitter blanking” and “target separation” is illustrated in Fig. 2 and Fig. 3.

Transmitter blanking is caused by the inability of the receiver to detect the signal until the transmitter has finished transmitting. Transmitter blanking occurs when the direct-signal from the transmitting antenna that propagates to the receiving antenna overlaps with reflected signals from objects below the surface.

This is bandwidth and dynamic range problem. The transmitter source usually emits a very large signal, and if the receiver is near the casing transmitter in GPR, the receiver will see a very large direct signal transmitted. If this signal is large enough, the electronic receiver will be excess and will not receive the reflected signal. The duration of signal propagation time changes inversely with bandwidth. Resolution length $\Delta r$ related to bandwidth is

$$\Delta r = \frac{\text{Direct signal path} - \text{Reflected signal path}}{V}$$

Fig. 2. Transmitter blanking that occurs because overlapping between direct signal and reflected signal [3].

$$\Delta t = \frac{\text{Reflected signal path 2} - \text{Reflected signal path 1}}{V} = \frac{\Delta \text{Length}}{V}$$

Fig. 3. Transmitter blanking that occurs because overlapping between two reflected signals that have a similar path length [3].

### III. THE CONCEPT OF GPR DATA PROCESSING DEVELOPMENT

This study aims to develop a GPR data processing, which is expected to be used freely. The development phase of GPR data processing is briefly explained in the Fig. 4.

As explained in [3], the editing and rubber-banding phases are the stages of preparing survey GPR data that will be processed. Information about the frequency used, the distance between lines, the number of lines, the number of traces, the type of file used and the others are things that must be known from the beginning so that the data processing in the next step is not wrong. The dewow phase is the stage that aims to eliminate the low frequency and DC bias in the data. Wow is a noise that has a very low frequency value, this occurs due to an electronic instrument saturated by the value of large amplitude of direct waves and air waves. Dewowing is a vital step as it reduces the data to a mean zero level and, therefore, allows positive–negative colour filling to be used in the recorded traces [3]. If done with incorrectly way, the data will be decayed and the low frequency component will distort the spectrum from trace data. This incorrectly processed data will affect to the next data processing stage. If this process is done manually step by step, it is better to eliminate the DC component first and then implement the filter. The dewow concept can be seen in Fig. 5.
The next phase is time zero correction. This aimed to correct the initial time to be exactly the same with the surface of the ground. Thermal drift, electronic instability, cable length differences and variations in antenna airgap can cause ‘jumps’ in the air/ground wavelet first arrival time [3]. The next phase is filtering, which is done by implementing 1D and 2D filtering to improve signal-to-noise ratio and correcting image quality. There are many types of filters that can be applied at this phase, from simple band-pass filters to transform filters. Simple filters sometimes effective to eliminate the high frequency noise and low frequencies. And sometimes some complex filters are not needed. In general, filters can be divided into two types, which are temporal (one by one filtering the trace data) and spatial (filter for some trace data). Examples of temporal filters are simple mean, simple median, low pass, high pass and band pass. Examples of spatial filters are simple running average, average subtraction, both background removal and spatial low, high and bandpass filter.

The next stage is deconvolution. Deconvolution aims to contrast signals for increasing the resolution by compressing GPR wavelet data into a narrow band. The purpose is to remove the effect of the source wavelet from the GPR data and leave the impulse response to subsurface layers. This deconvolution process assumes that the subsurface is horizontally layered and has a uniform intra-layer velocity and the signal reflection appears an interface coherently.

The next step is velocity analysis. The purpose of this velocity analysis is to analyze the speed of the GPR signal. Electromagnetic signals are propagating in a medium which depend on the characteristics of the media itself. If in the air, the velocity of electromagnetic waves is 3.108 m/s. If other than air, the velocity of the electromagnetic wave is smaller than that value. Table I summarizes the electromagnetic wave velocity on certain media.

The next step is elevation correction and migration. The purpose of this step is to correct the effects of topography and the effects of geometry survey also the effects of the spatial distribution energy. The next step is depth conversion. This step synchronizes between two-way travel time and depth. As explained in the Table I, the depth of a surface can be converted from electromagnetic wave velocity and two-way travel time.

### Table I: Approximate Dielectric Permittivities, Electrical Conductivities and RadioWave Velocities for Various Materials

<table>
<thead>
<tr>
<th>Material</th>
<th>Relative Permittivity</th>
<th>Conductivity (mS/m)</th>
<th>Average Velocity (m/ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air</td>
<td>1</td>
<td>0</td>
<td>0.3</td>
</tr>
<tr>
<td>Fresh Water</td>
<td>80</td>
<td>0.5</td>
<td>0.033</td>
</tr>
<tr>
<td>Sea Water</td>
<td>80</td>
<td>3000</td>
<td>0.01</td>
</tr>
<tr>
<td>Ice</td>
<td>3-4</td>
<td>0.01</td>
<td>0.16</td>
</tr>
<tr>
<td>Dry Sand</td>
<td>3-5</td>
<td>0.01</td>
<td>0.15</td>
</tr>
<tr>
<td>Saturated Sand</td>
<td>20-30</td>
<td>0.1-1</td>
<td>0.06</td>
</tr>
<tr>
<td>Limestone</td>
<td>4-8</td>
<td>0.5-2</td>
<td>0.12</td>
</tr>
<tr>
<td>Shales</td>
<td>5-15</td>
<td>1-100</td>
<td>0.09</td>
</tr>
<tr>
<td>Silts</td>
<td>5:30</td>
<td>1-100</td>
<td>0.07</td>
</tr>
<tr>
<td>Clays</td>
<td>5-40</td>
<td>2-1000</td>
<td>0.06</td>
</tr>
<tr>
<td>Granite</td>
<td>4-6</td>
<td>0.01-1</td>
<td>0.13</td>
</tr>
<tr>
<td>Anhydrites</td>
<td>3-4</td>
<td>0.01-1</td>
<td>0.13</td>
</tr>
</tbody>
</table>

IV. Design and Discussion of GPR Data Processing Program

A. Data Preparation Process

At the first time, the data processing program must be initiated first. GPR data must be stored in a specified folder so that the program created can directly accesses to the data in the previously defined folder. The data used in this study are data in [2]. The format of existing data that will be processed is a data in matrix format which the data characteristics defined in the program are:

- frequency
- the distance between the transmitter and the receiver antenna
- number of rows and number of trace
• distance between lines (in meters)
• GPR data storage folder
• GPR post processing data storage folder

There is a survey parameter which plays an important role in this program. For each data that will be processed or filtered, this survey parameter must be arranged as organized as possible to be able to process the GPR data. On the GPR data processing program that has been created before, the bottom line is defined at the beginning of the survey parameters on the bottom row. The survey parameter is set to call GPR data in Line00.DT1 format. And then, the program that has been created will call the other GPR data files. The GPR data which tested in this program is a data with four lines of GPR data. Then from the tested GPR data profile, the distance for each row is 0.2 meters. The distance between the transmitting and the receiver antenna is 1 meter. After all the DSP programs have been set up, then the program is started. The profile condition is under the surface when the program is running and 1D plot consecutive signal amplitude shown in Fig. 6 and Fig. 7.

In Fig. 6 and Fig. 7, it can be seen that GPR scans a surface profile where the condition of the GPR antenna does not exactly touch the ground, so it appears in the image an area where EM signals from GPR propagate in the air before entering the ground.

B. Data Filtering Process

Dewow Process and Time Zero Correction: In Fig. 6 above, there is no known information related to the unprocessed survey GPR data. Therefore, processing is extremely needed for the GPR data. In processing GPR data, the first thing to do is to return the signal to the actual position, because there is a pause time when the data is released at the time of data acquisition on the field. The time-zero correction process is performed to eliminate the signal pauses.

Fig. 8 presents the profile of GPR data after time zero correction. In this time zero correction process, the calculation of the frequency, wave propagation time between the transmitter antenna and receiver antenna, and then eliminates the amplitude value of the signal which is close to zero and interpolates for each GPR trace data.

After time zero correction is successfully done, the next process is dewowing which aims to eliminate noise and DC bias components. Fig. 9 presents the GPR data profile after dewowing process. Fig. 10 and Fig. 11 successively presents a 1D plot for the signal trace after dewowing process and the signal amplitude ratio before and after dewowing process.

C. Increasing Gain on Data

Radar waves that propagating through the ground will getting muffled quickly. It means that the deeper the radar or electromagnetic wave propagates, the weaker signal power which causes us can not "view" more when the signal bounces below the surface and arrives at the surface. One of the ways to make the signal which has propagated deeper
can be seen or read is strengthened them by multiplying the signal with a certain amplifier factor. This called as gain the data. There are two methods that used in this study, the first method is to increase the power of signal data with a large factor for signals that originating from the deeper subsurface and multiplying it with a smaller factor for signals coming from the subsurface that are not too deep. This method is called time power amplitude gain correction. With this first method, the GPR data image on the top layer will be a little unclear, but the bottom layer will be strong enough. The other method is to multiply all signals from all layers at various depths with the same specific factors. This method called as automated gain control. The choice of this strengthening data signal power method depends on the type of data or target that wanted to.

Time-power gain (TPOW): In the time power amplitude gain correction method, the signal is amplified along the axis of the two-way propagation time and multiplies each trace with the power of t (tα). If we assume α = 1, then we increase signal power linearly at each propagation time. If we assume t = 2, then the power will increase quadratically throughout the propagation time. In this picture below, we use α = 2.

Fig. 12. Image profile of GPR data after being strengthened by the time power gain method.

Fig. 13. 1D plot for signal trace after being strengthened by the time power gain method.

Fig. 14. Image profile of GPR data after being strengthened by the automated gain control method.

Fig. 15. 1D plot for signal trace after being strengthened by the automated gain control method.

Fig. 16. Profile of GPR data images with two-way travel time converted to depth with velocity = 0.06 m / ns.

A difference at the bottom because the signal on the lower profile is stronger. Strengthening the amplitude signal at the bottom of the profile and attenuating the signal amplitude at the top of the profile is shown in Fig. 13. As seen in Fig. 13, the more located under the profile, the bigger signal strength can be gained.

Automated gain control (AGC): The profile result of GPR data processing by increasing gain data using the automated gain control method can be seen in Fig. 14. The way to do that all is by setting up a time (depth) window and the power in each window to be the same. Therefore, we highly need to assign the window width. In each window, will be given the same strength for all. Fig. 15 shows the same strength for each window.
The profile pictures that have been described before, all images are presented in two-way travel time. This two-way travel time can be converted to a depth. To convert the two-way travel time to depth, the speed of the radar signal in the ground needs to be known first. For the speed of electromagnetic waves in the media can be seen in Table I. The speed of propagation used in GPR data is 0.6 m/s. Fig. 16 showing the GPR data profile where two-way travel time is converted to depth.

V. CONCLUSION AND FUTURE WORKS

The goal of this study is to provide a free program to process and visualize the GPR data. This program is still under development. This program in this study follow the phase to processing GPR data as in [3], start with preparing the data, dewow, time zero correction, filtering, deconvolution, velocity analysis, elevation correction, migration and depth conversion. And the result of this phase can be seen at this paper.

Next step of this study is to convert it into freeware program so that this program can use to many other people. Our plan is to convert it into Octave Program.
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